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Résumé exécutif 
L’intelligence artificielle (IA) générative s’est insérée dans le quotidien d’une grande partie 
de la population depuis la sortie publique de ChatGPT en novembre 2022. Les différents 
outils d’IA générative ont alors pris une place prépondérante dans diverses sphères de 
la société, dont les secteurs de l’éducation supérieure et de la recherche. Ces outils 
offrent de nombreux avantages pour la communauté de la recherche. Ils permettent un 
gain de temps important, par exemple pour la recherche bibliographique, la traduction ou 
encore l’assistance à la rédaction.   

Les enjeux de plagiat, de fraude, et de protection des données inquiètent néanmoins les 
personnes utilisatrices et non-utilisatrices de la technologie. Les organismes 
subventionnaires, les journaux scientifiques ainsi que les établissements d’enseignement 
et de recherche ont eu à proposer des mesures pour s’adapter à cette nouvelle réalité. 
Ces adaptations, bien qu’essentielles, ont été parfois si rapides que la communauté de 
recherche, la population étudiante et le corps professoral se trouvent encore hésitants 
quant à la marche à suivre et le comportement à adopter avec ces outils. En outre, les 
règlements et politiques concernant l’IA générative diffèrent entre les institutions 
académiques et scientifiques, chacune ayant réagi à son propre rythme.   

Si un nombre croissant de rapports et d’articles se penchent sur ces défis, peu 
s’intéressent au point de vue des personnes qui poursuivent des études supérieures. 
C’est pour cela que le comité intersectoriel étudiant (CIE) du Fonds de recherche du 
Québec (FRQ) a voulu prendre le pouls de la relève en recherche face à l’utilisation des 
outils d’IA.   

Ce rapport vise à décrire les expériences et les préoccupations de la relève en recherche 
à propos de l’utilisation des outils d’IA, à faire la recension des balises encadrant l’IA dans 
des établissements d’enseignement supérieur québécois et à proposer des pistes 
d’action adressées principalement au Fonds de recherche du Québec (FRQ), mais aussi 
aux établissements d’enseignement supérieur, afin de valoriser une utilisation 
responsable de l’IA.   
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Sommaire des pistes d’action  

Résumé des pistes d’action proposées par le Comité intersectoriel étudiant au sujet de 
l’utilisation des outils d’intelligence artificielle  

1 

Promouvoir une utilisation responsable de l’IA, en considérant toutes les 

externalités (par exemple, les impacts positifs ou négatifs sur l’environnement, 

sur la science ouverte et sur la valorisation de la science en français) de 

l’utilisation des outils d’IA  

2 
Instaurer un processus transparent de déclaration volontaire considérant 

les outils d’IA employés pour remplir une demande de bourse 

3 

Inscrire l'usage des outils d'IA par la relève en recherche dans une visée de 

saine productivité et d'amélioration d'efficacité plutôt que de production 

scientifique de masse  

4 

Intégrer des membres de la relève en recherche au sein des instances de 

gouvernance qui discutent, encadrent ou décident de l’utilisation des outils d’IA 

en recherche 

5 

Donner des balises claires, facilement accessibles, uniformes à travers les 

différents documents et centralisées encadrant l’utilisation et les normes de 

citation des outils d’intelligence artificielle, où les termes sont précis et définis 

afin d’éviter toute confusion ou ambiguïté 

6 
Suivre les développements des outils d’IA et mettre à jour les politiques et 

règlementations en fonction de leur évolution 

7 

Limiter autant que possible l’iniquité liée à l’utilisation des outils d’IA, en 

diminuant notamment les inégalités d’accès, de compétences, d’utilisabilité ou 

autres qui limitent l’apprentissage* 

8 
Promouvoir la formation des membres de la relève tout au long de leur 

parcours académique* 

* Piste d’action s’adressant spécifiquement aux établissements d’enseignement 

supérieur 
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Liste des sigles 
CIE : Comité intersectoriel étudiant 

FRQ : Fonds de recherche du Québec 

GPT (ChatGPT) : de l’anglais Generative Pre-trained Transformer, en français 
« transformateur pré-entrainé génératif »  

IA : Intelligence artificielle  

IVADO : Institut de valorisation des données 

J2R : Journées de la relève en recherche   

MILA : Institut québécois d’intelligence artificielle 

LLM : Large language model ou grand modèle de langage 

OBVIA : Observatoire international sur les impacts sociétaux de l’intelligence artificielle 

PIEA : Politique institutionnelle d’évaluation des apprentissages 
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Introduction 
Les outils d’intelligence artificielle (IA) se sont développés et répandus à une vitesse 
fulgurante ces dernières années. Ils incluent tout système informatique destiné à 
accomplir des fonctions traditionnellement accomplies par l’humain, comme le 
raisonnement, la prise de décisions et la résolution de problèmes (BDC, s. d.). L’IA, 
lorsqu’elle est qualifiée de générative, peut créer du contenu à partir de données qui 
l’alimentent, notamment sous forme de texte, d’image, de fichier audio ou de code logiciel 
(Centre canadien pour la cybersécurité, 2023). Parmi les grands modèles de langage 
(LLM) et autres outils alimentés par l’IA figurent notamment ChatGPT (OpenAI, 2025), 
Copilot (Microsoft, 2025), Gemini (Google DeepMind, 2025), DeepL (DeepL GmbH, 
2025), Murf (Murf AI, 2025), Jasper (Jasper AI, 2025), Synthesia (Synthesia, 2025), Trint 
(Trint Ltd., 2025), Otter.ai (Otter.ai, 2025), Midjourney (Midjourney, 2025), DALL·E 
(OpenAI, 2025), et Image Creator (Microsoft, 2025). Devant ces développements rapides, 
équipes de recherche, communautés étudiantes et institutions se retrouvent submergées 
par la multitude de possibilités, la complexité des avancées technologiques et l’absence 
de lignes directrices claires quant à leur utilisation responsable dans le cadre de la 
recherche.  

Dans ce contexte, le Fonds de recherche du Québec (FRQ) a précisé en 2024 sa position 
concernant l’utilisation de l’IA dans la rédaction et l’évaluation de demandes de 
financement (FRQ, 2024) : les personnes candidates peuvent légitimement recourir à ces 
outils novateurs, mais cette utilisation doit être responsable et basée sur les guides et 
cadres existants. Ces derniers, en revanche, varient d’un établissement à un autre et 
demeurent parfois méconnus des membres de la relève. L’engagement du FRQ se 
manifeste aussi par le financement de l’Observatoire international sur les impacts 
sociétaux de l’IA (Obvia) et de chaires de recherche spécialisées (Chaire de recherche 
du Québec sur l’intelligence artificielle et le numérique francophone, Chaire de recherche 
double en intelligence artificielle en santé / santé numérique et sciences de la vie), ainsi 
que divers projets de recherche portant sur l’IA, témoignant de l’importance accordée à 
cette technologie transformatrice. 

Parallèlement, la Politique sur la conduite responsable en recherche du FRQ (2022) invite 
les titulaires d’octrois à « se tenir informés des pratiques exemplaires et [à] être en 
constante réflexion sur leurs activités de recherche afin d’adopter une conduite 
responsable en recherche ». Ces technologies offrent un potentiel considérable 
d’amélioration de l’efficacité et de la productivité, mais elles soulèvent des enjeux 
éthiques, en plus de présenter des risques pour les personnes ou les organisations. L’IA 
peut transformer le travail, accentuer les inégalités, menacer l’environnement, les droits 
fondamentaux et la vie politique (Déclaration de Montréal IA responsable, 2018). Dans le 
milieu de l’enseignement supérieur, les enjeux de plagiat et de fraude académique sont 
mis à l’avant-plan, rapidement suivis de ceux de confidentialité et de sécurité des 
données.  

À la lumière de ces éléments, le Comité intersectoriel étudiant (CIE) a voulu mieux saisir 
comment la relève en recherche au Québec perçoit et utilise les outils d’intelligence 
artificielle dans le cadre de sa formation afin d’en informer le FRQ, puis formuler des 
pistes d’action qui pourront nourrir les réflexions de l’ensemble de la communauté de 
recherche.  
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Démarche méthodologique 

Le CIE s’est appuyé sur diverses sources de données pour rédiger le présent rapport, 
dont une revue de la littérature qui s’est déroulée de manière itérative pour accompagner 
les diverses phases du projet. Cette revue avait pour objectif d’identifier et de suivre 
l’évolution des habitudes d’utilisation de l’IA générative dans le cadre de la recherche. Le 
CIE a également mené une consultation, en personne, auprès de membres de la 
communauté étudiante universitaire. La consultation visait à recueillir leurs expériences, 
préoccupations et recommandations à propos de l’utilisation des outils d’intelligence 
artificielle. Le CIE a finalement recensé les balises et politiques institutionnelles de 
l’ensemble des universités du Québec et de certains cégeps. C’est en tenant compte de 
l’ensemble des données collectées que le CIE a formulé les pistes d’actions suggérées 
à la fin de ce document. Les pistes d’action ont été validées par des membres du bureau 
de coopération interuniversitaire (BCI). 

Consultation de la relève 

Pour préparer les entretiens auprès de la relève en recherche, le CIE a élaboré un guide 
basé à la fois sur la littérature et sur des réflexions résultant de sa participation au 
colloque de l’Acfas intitulé « L’intelligence artificielle en enseignement supérieur et 
l’inclusion numérique » ayant eu lieu à l’Université d’Ottawa, le 16 mai 2024. Ce guide 
d’entretien est divisé en quatre thématiques : 

A) L’utilisation des outils d’intelligence artificielle (types d’outils, motivations, tâches, 
fréquence d’utilisation); 

B) Les apports et impacts perçus de l’utilisation des outils d’IA en recherche; 
C) Les freins, préoccupations et défis liés à l’utilisation des outils d’IA; 
D) Les ressources existantes et les besoins en matière d’encadrement pour 

l’utilisation responsable des outils d’IA dans le cadre de la recherche. 

Le CIE a mené des groupes de discussion le 25 octobre 2024 lors des Journées de la 
relève en recherche (J2R) 2024 de l’Acfas, à l’Université de Sherbrooke. Les J2R sont 
un événement annuel qui regroupe plus d’une centaine d’étudiantes et d’étudiants des 
cycles supérieurs ainsi que des postdoctorantes et postdoctorants provenant de toutes 
les régions du Québec et de la francophonie canadienne.   

Cinq groupes de discussion ont été formés lors de l’événement, chacun d’eux réunissant 
en moyenne 15 personnes. Les personnes participantes ont signé un formulaire de 
consentement expliquant que les discussions seraient enregistrées et conservées sur les 
serveurs sécurisés du FRQ pendant 90 jours, pendant lesquels les discussions seraient 
partiellement retranscrites, puis dénominalisées.  

La consultation a duré 70 minutes. Les comptes rendus de chaque groupe de discussion 
ont été analysés pour produire une synthèse qui relève les expériences et préoccupations 
de la relève en recherche ainsi que les pistes d’action qu’elle a proposées. La liste des 
questions utilisée dans les groupes de discussion se retrouve en annexe 1. 
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Recension des balises institutionnelles 

Les politiques et règlements académiques d’universités du Québec et de l’Université 
d’Ottawa ont été consultés pour identifier les mentions de l’IA. Seulement un échantillon 
des établissements a été sélectionné pour la recension, à l’intérieur duquel sont 
représentés plusieurs régions, des établissements privés subventionnés, ainsi que des 
établissements anglophones. La liste des universités et des établissements collégiaux 
sélectionnés se trouve dans l’annexe 2. 

Une importance particulière a été accordée aux politiques liées au plagiat, à la fraude et 
à l’intégrité académique. Les documents consultés devaient être disponibles sur le site 
Web de l’établissement et adressés au corps étudiant. Pour les cégeps et collèges privés, 
l’information provient principalement des Politiques institutionnelles d’évaluation des 
apprentissages (PIEA) et de leurs documents affiliés. Les mots « intelligence artificielle » 
ou « artificial intelligence » devaient être présents textuellement pour qu’une information 
soit colligée. Une attention était également prêtée à la clarté des lignes directrices sur 
l’utilisation de l’IA.  

À noter qu’un tel recensement pourrait inclure l’ensemble des pages Web et des 
formations offertes par les établissements. Toutefois, cette exhaustivité dépasse le 
mandat du CIE dans le cadre de ce rapport, en raison de contraintes de temps et de 
l’absence de regroupement systématique, par les établissements, des documents 
institutionnels qui portent sur l’IA. Par conséquent, le recensement s’est limité aux 
ressources les plus facilement accessibles, ainsi qu’à celles susceptibles d’apporter une 
information complémentaire.  

Constats issus de la littérature 

Les constats issus de la littérature scientifique et grise ont permis de dégager les grandes 
tendances entourant l’utilisation de l’IA dans le milieu académique ainsi que les 
perceptions, positives et négatives, de la communauté étudiante au sujet de l’IA.  

Tendances d’utilisation de l’IA 

Au Québec comme à l’international, les outils d’intelligence artificielle générative se sont 
rapidement imposés dans les milieux académiques et de recherche. Leur utilisation 
s’étend à une variété de disciplines et concerne autant la communauté étudiante que le 
corps professoral. Une enquête du Digital Education Council (2024) révèle qu’à l’échelle 
mondiale, 86 % des étudiantes et étudiants intègrent désormais l’IA dans leurs études. 
Au sein de cette population, 24 % le font chaque jour et 54 %, chaque semaine. Ces 
chiffres traduisent un basculement : l’usage de l’IA n’est plus marginal, mais fait à présent 
partie intégrante des pratiques courantes d’apprentissage. 

Parmi les utilisations les plus répandues de l’IA générative chez les étudiantes et 
étudiants, on compte la génération d’idées, la recherche documentaire, la traduction et 
l’amélioration stylistique de textes. Ces fonctions sont devenues centrales dans 
l’intégration de l’IA au parcours académique, permettant aux étudiantes et étudiants de 
surmonter des obstacles linguistiques, d’accélérer la recherche d’information et 
d’améliorer la qualité rédactionnelle de leurs travaux (Chan et Hu, 2023). L’IA est aussi 
largement employée pour la synthèse et la reformulation de textes, avec un rôle croissant 
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dans l’accompagnement des étudiantes et étudiants internationaux, notamment pour la 
traduction et l’adaptation culturelle des contenus (Farhi et al., 2023; Wang et al., 2023). 

Au Québec, une enquête récente de l’Obvia (2025) menée auprès de la communauté 
étudiante et professorale de l’Université Laval dresse une cartographie encore plus fine 
des usages : rédaction et raffinement du vocabulaire, production de résumés, 
programmation, évaluation de la pertinence de travaux et modélisation de données 
complexes. Ces résultats confirment que l’IA est désormais perçue comme un véritable 
partenaire de travail, tant dans les activités d’apprentissage que dans les pratiques de 
recherche (Paquelin et Tendeng., 2025). 

Enfin, une revue portant sur 950 965 articles publiés entre janvier 2020 et février 2024 
sur les plateformes arXiv, bioRxiv et Nature démontre que l’IA s’immisce de plus en plus 
dans la rédaction scientifique (Kannan, 2024). Les analyses réalisées dans cette étude 
révèlent que les étudiantes et étudiants adoptent une attitude globalement positive à 
l’égard des technologies d’IA générative. Plusieurs expriment le souhait d’intégrer 
davantage les LLM comme ChatGPT dans leurs pratiques d’apprentissage quotidiennes 
en raison des bénéfices qu’ils y perçoivent, tant sur le plan académique que personnel 
(Obvia, 2025). Les bénéfices perçus sont également marqués chez la relève 
internationale, pour qui l’IA peut contribuer à réduire les barrières linguistiques et 
culturelles. Les outils génératifs, combinés à des solutions telles que Google Translate, 
Grammarly ou Quillbot, aident à corriger la grammaire, enrichir le vocabulaire et fournir 
des rétroactions rapides, renforçant ainsi les compétences rédactionnelles (Wang et al., 
2023). 

Préoccupations 

Si l’adoption des outils d’IA semble prometteuse, elle soulève également des inquiétudes. 
Plusieurs chercheuses et chercheurs s’alarment du risque d’une dépendance cognitive 
et d’un affaiblissement des capacités critiques, la relève étant tentée de déléguer une 
part trop importante de ses processus d’apprentissage à l’IA (Farhi et al., 2023). Parmi 
les risques identifiés, on retrouve entre autres « la perte de capacité dans l’exercice de 
son métier, […] la perte d’originalité et la tension entre l’urgence à produire et la 
disponibilité mentale » (Paquelin et Tendeng, 2025). D’autres études mettent en garde 
contre une homogénéisation des productions académiques, un appauvrissement de 
l’originalité et la propagation de biais reproduits par les modèles d’IA (Walczak et Cellary, 
2023; Yu, 2023).  

Enfin, les implications éthiques, notamment environnementales, nourrissent des 
préoccupations grandissantes. L’entraînement des modèles d’IA requiert des ressources 
énergétiques considérables, soulevant ainsi des enjeux de durabilité dans un contexte 
de crise climatique (Chen, 2025; Luccioni et al., 2025). Un récent rapport mentionne 
notamment que les cibles de décarbonation ne peuvent être atteintes sans un 
plafonnement de l’utilisation et du développement de l’IA (Shift Project, 2025). 

Encadrement et balises 

Afin d’encadrer le développement et l’utilisation responsable de l’IA, plusieurs guides 
institutionnels et cadres éthiques ont émergé au cours de la dernière décennie. Parmi les 
initiatives fondatrices, la Déclaration de Montréal pour un développement responsable de 



 

5 

l’IA (2018) établit les bases d’un déploiement respectueux de la justice, de l’équité, du 
développement durable et de l’autonomie humaine. Dans la même lignée, le Guide 
d’utilisation responsable de l’IA générative, publié en 2023 par le gouvernement du 
Canada et destiné aux institutions fédérales, propose les principes PRÊTES (pour une 
IA Pertinente, Responsable, Équitable, Transparente, Éclairée et Sécurisée). Bien 
qu’orientés d’abord vers l’administration publique, ces principes rejoignent directement 
les préoccupations de l’enseignement supérieur, notamment en matière d’équité, de 
transparence et de responsabilité dans l’usage des outils génératifs. 

Au Québec, des acteurs comme MILA, IVADO et l’Obvia (2025) contribuent également à 
ce chantier en offrant des formations, des analyses et en formulant des recommandations 
pour promouvoir une utilisation éthique et responsable des technologies numériques 
dans le milieu académique. En s’adressant plus spécifiquement aux institutions 
d’enseignement supérieur, le Pôle montréalais d’enseignement supérieur en intelligence 
artificielle a récemment publié une synthèse contenant neuf recommandations, dont le 
déploiement accru de ressources, la création d’unités d’expertise dans les cégeps et 
universités, ainsi que la mise en place de dispositifs personnalisés de soutien à 
l’apprentissage (PIA, 2023). 

Plus récemment, le ministère de l’Enseignement supérieur du Québec a publié deux 
documents structurants pour établir les lignes directrices quant à l’utilisation de l’IA en 
recherche, en formation et en administration. D’abord, Le Cadre de référence issu des 
travaux de l’instance nationale sur l’IA en enseignement supérieur met en lumière cinq 
principes directeurs : (1) Accessibilité et complémentarité ; (2) Équité et durabilité ; (3) 
Humanisme et agentivité ; (4) Encadrement et responsabilité et (5) Transparence, 
traçabilité et explicabilité. En complément, Le guide d’intégration responsable de l’IA dans 
les établissements d’enseignement supérieur (ministère de l’Enseignement supérieur du 
Québec, 2025) propose des repères pratiques et des recommandations concrètes pour 
soutenir les directions et le personnel enseignant dans la mise en œuvre de ces principes. 

Constats issus des consultations 

Expériences de la relève 

Les personnes ayant participé à la consultation du CIE rapportent une utilisation variable 
des outils d’IA. Certaines ont indiqué y avoir recours quotidiennement. Il ressort que ces 
outils, pour certains, sont devenus des alliés incontournables dans les processus de 
recherche, de rédaction et d’organisation. Le tableau I liste une partie des nombreux 
outils mentionnés par les personnes participantes. 
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Tableau I. Exemples et descriptions des outils d’IA mentionnés par la relève en recherche 

Outils d’IA Description Utilité 

ChatGPT Agent conversationnel 
Très variée (génération de texte, de 
code, de résumé, etc.) 

Copilot 
Agent conversationnel intégré 
aux systèmes Microsoft 

Très variée (génération de texte, de 
code, de résumé, etc.) 

Consensus 
Modèle de recherche 
académique 

Recherche d’articles, réponse à des 
questions de recherche basées sur la 
littérature 

Grammarly Assistant de rédaction 
Correction de la grammaire, de 
l’orthographe et du ton de textes en 
langue anglaise 

ChatPDF 
Outil d’analyse de documents 
PDF 

Traduction, résumé et « interaction » 
avec des PDF (articles scientifiques, 
livres, etc.) 

Research Rabbit 
Outil de recherche 
bibliographique 

Recherche d’articles scientifiques, revue 
de littérature  

Elicit 
Outil d’analyse d’articles 
scientifiques 

Réponse à des questions scientifiques, 
revue de littérature, résumé de 
conclusions de la littérature scientifique 

Globalement, les membres de la relève consultés considèrent l’utilisation de l’IA comme 
incontournable. Certains l'adoptent de manière proactive, alors que d'autres la considère 
comme une nécessité leur évitant d’accumuler un retard technologique par rapport à leurs 
collègues. Les membres de la relève en recherche sondés exploitent les outils d’IA pour 
accomplir un large éventail de tâches : 

Rédaction académique 

Les personnes participantes ont mentionné utiliser les outils d’IA principalement en 
soutien à la rédaction académique, notamment pour leur mémoire, thèse ou essai, pour 
les articles scientifiques ou grand public, pour les demandes de bourse, ou encore pour 
des lettres de présentation. Ces personnes ont rapporté utiliser l’IA pour générer des 
idées, organiser des textes de manière cohérente, ainsi que pour résumer et synthétiser 
des articles scientifiques. Certaines personnes consultées affirment se servir de l’IA pour 
reformuler un texte, le rendre plus fluide ou encore plus accessible au grand public. En 
ce sens, les personnes utilisatrices peuvent changer le ton d’un texte, le rendant plus 
formel ou même plus humoristique selon les besoins.  

Plusieurs personnes ont signalé qu’elles mobilisent l’IA pour corriger leurs erreurs et 
améliorer la qualité linguistique de leurs écrits, car la rétroaction offerte par l’outil d’IA leur 
permet de cibler des changements à apporter. Qui plus est, le soutien à la reformulation 
et à la révision linguistique de l’IA est d’autant plus précieux lorsque la relève travaille 
dans une langue seconde et peut donc recourir à l’IA pour traduire du contenu. Enfin, 
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parmi les usages soulevés, on retrouve également la génération de titres et de mots-clés, 
ou encore la transcription rapide d’enregistrements mot à mot. Les personnes 
participantes ont dit pouvoir ainsi optimiser leur travail et approfondir leurs réflexions au 
quotidien. En outre, elles trouvent que ces différentes utilisations leur permettent de 
gagner un temps notable pour un grand nombre de tâches rédactionnelles.  

Recherche documentaire et aide à la lecture d’articles 

Les personnes consultées ont déclaré se servir de l’IA pour la recherche documentaire. 
Elles disent que l’IA les aide à trouver rapidement des réponses à leurs questions, à 
repérer des articles scientifiques, à apprendre ou à déterminer la méthodologie de 
recherche la plus appropriée à leur question de recherche. D’autres outils facilitent la 
lecture et la compréhension d’articles scientifiques, notamment en clarifiant certaines 
notions, en établissant des liens entre des concepts, en résumant ou en synthétisant des 
textes, en aidant à les interpréter ou à les traduire. Certains outils d’IA sont d’ailleurs 
spécialement conçus pour la recherche documentaire et les travaux académiques (voir 
le Tableau 1 pour les outils nommés par la relève).  

Soutien à la productivité  

Les outils d’IA sont jugés utiles pour augmenter la productivité. Les personnes consultées 
les utilisent notamment pour générer des listes de tâches, prioriser les activités, écrire 
des courriels et évaluer la faisabilité de certains objectifs. Les personnes participantes 
ont dit vouloir alléger les tâches simples, répétitives et qui ne sollicitent pas la créativité 
humaine. Ce faisant, en rentabilisant son temps, la relève a l’impression de maximiser sa 
productivité, ce qui est perçu comme bénéfique pour le curriculum vitæ en recherche et 
pour l’équilibre de vie.  

Aide à l’analyse de données 

Certains membres de la relève consultés, qui œuvrent dans des domaines comme les 
sciences de l’information ou les mathématiques appliquées, ont mentionné se servir de 
l’IA pour faciliter l’analyse de données. Dans ce cas, la relève intègre l’IA à même sa 
méthodologie de recherche pour traiter des données (en utilisant des modèles 
d’apprentissage automatique, l’apprentissage profond, des modèles de données 
relationnelles, etc.). Plus spécifiquement, ces outils permettent la réalisation d’analyses 
complexes, la construction de modèles prédictifs, la prise en charge et le traitement de 
grandes quantités de données, ainsi que l’automatisation de certains processus 
d’analyse. Ces usages, qui transcendent l’utilisation de l’IA pour générer des programmes 
d’analyse classiques, visent à simplifier le traitement des données, à augmenter 
l’efficacité analytique et à optimiser les résultats obtenus. 

Enseignement et intervention 

Pour les membres de la relève en recherche chargés de responsabilités d’enseignement 
ou d’interventions éducationnelles, les outils d’IA sont perçus comme un soutien 
important à la création de matériel pédagogique (exercices, activités interactives, 
questions d’examen, etc.). D’autres ont mentionné inviter leurs étudiantes et étudiants à 
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utiliser l’IA pour leur permettre par la suite d’évaluer la justesse des contenus générés et 
ainsi développer leur esprit critique. 

Programmation Informatique 

Certaines personnes participantes ont mentionné utiliser des outils d’IA pour générer des 
images, pour des tâches de programmation (générer des codes, trouver les erreurs dans 
du code informatique) ou pour apprendre des langages de programmation. Ces membres 
de la relève y perçoivent plusieurs avantages, tant dans la simplification des tâches de 
traitement et d’analyse de données que dans le développement de leurs compétences 
en la matière, augmentant par le fait même leur employabilité.  

Préoccupations de la relève 

Cette section rassemble des préoccupations issues des consultations du CIE, dont 
certaines font écho à celles repérées dans la littérature. 

Fiabilité et qualité de l’information 

La relève consultée a soulevé des doutes quant à la fiabilité des informations générées 
par l’IA, qui peut produire des erreurs factuelles ou des « hallucinations ». Plusieurs ont 
noté la nécessité d’une sensibilisation accrue pour garantir l’originalité du travail produit 
et pour éviter les biais systémiques, notamment liés au sexisme et au racisme. Ces biais, 
lorsque présents dans les données utilisées pour entraîner les modèles d’IA, se 
perpétuent et peuvent même se trouver exacerbés dans les réponses générées (Ashwini, 
2024). Des références inexactes (University of Waterloo, 2024; Yu, 2023) et des 
traductions de mauvaise qualité (Mohamed et al., 2024) sont aussi des préoccupations 
fréquentes.  

Intégrité académique et plagiat 

Plusieurs ont souligné le risque accru de fraude académique et de perte d’intégrité, ce 
qui est corroboré dans la littérature (Thorp, 2023; Oravec, 2023). Les personnes 
consultées considèrent qu’utiliser un texte généré par l’IA sans modification constitue un 
acte de plagiat. Elles ont souligné que la définition du plagiat devra donc évoluer avec 
l’utilisation croissante de l’IA, notamment en repensant la production et la diffusion du 
savoir. Les personnes consultées estiment qu’il serait souhaitable de l’encadrer et d’en 
divulguer l’utilisation. Selon elles, il est nécessaire de faire preuve de transparence, sans 
toutefois considérer ces outils comme des sources à citer dans les références 
bibliographiques (Stockel-Walker, 2023). Par exemple, un formulaire déclaratif ou une 
mention dans la méthodologie, comme pour d’autres outils d’analyse, comme SPSS 
(IBM) ou NVivo (Provalis), ont été proposés pour assurer la transparence.  

Dépendance et perte du sens critique 

La relève consultée a exprimé une crainte réelle concernant le développement possible 
d’une dépendance aux outils d’IA. Des articles mentionnent d’ailleurs un risque de 
paresse intellectuelle et de perte d’occasions de développer des compétences (Atarchi 
et Marouane, 2024; Missouri State University, 2024). Ceci pourrait nuire à la capacité de 
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raisonnement critique, notamment chez les membres de la relève qui recourent à l’IA dès 
le début de leur parcours. Certains ont même questionné la valeur des diplômes 
universitaires si l’IA est capable d’accomplir les tâches académiques à la place des 
personnes étudiantes. Les personnes consultées ont insisté sur l’importance d’une 
utilisation métacognitive de l’IA : il faut comprendre les suggestions de l’outil, les adapter 
et les enrichir par ses propres idées. 

Inégalités d’accès et injustices 

L’accès inégal aux différentes versions des outils d’IA constitue un enjeu de justice et 
d’équité. Par exemple, la version payante de ChatGPT offre des données plus récentes 
et des fonctionnalités plus avancées, créant une disparité qui favorise ceux et celles ayant 
davantage de ressources économiques. 

Originalité, créativité et propriété intellectuelle 

Certaines personnes participantes ont dit craindre que l’usage généralisé des outils d’IA 
entraîne une homogénéisation des idées, limitant l’originalité et la créativité scientifique. 
Autrement dit, ces outils finiraient par niveler les productions intellectuelles, en proposant 
des structures devenues standardisées. Les LLM étant entraînés sur des jeux de 
données définis, ils choisissent les mots l’un après l’autre dans ces données, répétant les 
structures existant dans le corpus d’entraînement (Poole, 2025). Ainsi, l’IA reproduirait 
du contenu existant, ne proposant pas d’idées nouvelles. Ceci fait écho à des craintes 
relevées dans la littérature, comme celle de se faire voler des idées ou de voir les droits 
d’auteur bafoués (Yu, 2023). 

Enjeux environnementaux 

Les personnes répondantes ont souligné les impacts environnementaux des outils d’IA, 
notamment la consommation énergétique élevée des serveurs nécessaires à leur 
fonctionnement (Luccioni et al., 2024). Certaines ont recommandé de privilégier une 
utilisation limitée et responsable des outils d’IA. 

Enjeux spécifiques à la recherche 

La relève consultée a soulevé plusieurs enjeux éthiques, notamment une méfiance 
envers la confidentialité des données personnelles et de recherche partagée avec les 
outils d’IA, ainsi que la crainte qu’elles soient revendues à des tiers sans consentement. 
Cette préoccupation est amplifiée lorsqu’il s’agit de données sensibles ou confidentielles, 
comme le souligne également l’Université de Montréal (2024). De plus, une personne a 
rappelé que lorsque la confidentialité a été garantie dans un formulaire de consentement, 
il devient interdit d’utiliser des outils d’IA pour traiter des données confidentielles 
(entrevues, verbatims, réponses de sondage, articles non diffusés, renseignements 
médicaux). Il serait également nécessaire que la communauté de recherche puisse 
accéder à une version à code source ouvert des outils d’IA afin d’assurer la 
reproductibilité des analyses. Concernant l’analyse de données, des inquiétudes 
persistent quant aux biais de culture, de genre ou d’automatisation pouvant fausser les 
résultats (Hofmann et al., 2024; Prakhar et Haider, 2023; Gautrais et al., 2023). Certains 
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membres de la relève ont évoqué également la crainte d’une perte de l’aspect humain 
dans le traitement des données qualitatives. 

Enseignement et balises  

De façon générale, un consensus entourait le manque de connaissances quant à 
l’utilisation critique et éthique des outils d’IA par la relève en recherche ainsi que sur le 
fonctionnement de ces technologies. L’enseignement des outils d’IA pourrait pallier ces 
lacunes et permettrait à la relève d’acquérir des compétences pratiques sur l’utilisation 
éthique des outils d’IA. 

De plus, des balises devraient être mises en place par les universités, les organismes 
subventionnaires et les autres institutions de la recherche. Définir l’acceptabilité de 
l’utilisation de l’IA, notamment pour distinguer le plagiat de la production originale, ne 
devrait pas relever de la responsabilité des membres de la relève. 

Résumé de la consultation 

Les perceptions de la relève semblent plutôt positives, en cohérence avec l’adoption 
rapide d’outils d’IA dans le milieu de la recherche. L’utilisation de l’IA est parfois vécue 
comme inévitable pour atteindre les exigences de productivité et suivre le rythme de 
celles et ceux qui l’ont déjà adoptée. Il devient de plus en plus difficile de s’en passer en 
raison de la charge de travail élevée en recherche et des avantages que ces outils 
procurent : gain de temps, meilleure qualité de rédaction, facilitation pour la recherche 
bibliographique, planification des tâches, traduction, etc.  

Plusieurs préoccupations ont également émergé de la consultation, ce qui témoigne 
d’une réflexion critique chez la relève en recherche concernant l’intégration de l’IA. La 
fiabilité incertaine de l’information générée, les risques de plagiat, la dépendance accrue 
à ces outils, les inégalités d’accès, les questions de propriété intellectuelle, les impacts 
environnementaux ainsi que les enjeux éthiques liés à la recherche ont été soulevés. Ces 
préoccupations alimentent le besoin exprimé par la relève d’un encadrement clair, d’une 
divulgation transparente et de formations sur l’usage intègre de l’IA.  
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Constats issus de la recension des balises 
institutionnelles  

Lors de la consultation avec la relève en recherche aux J2R 2024, les personnes 
consultées ont mentionné l’importance d’avoir des balises claires pour encadrer 
l’utilisation de l’IA. Afin d’évaluer la présence, la clarté et l’accessibilité des balises pour 
la relève étudiante, le CIE s’est penché sur les ressources disponibles de dix-neuf (19) 
établissements universitaires et de vingt-quatre (24) établissements collégiaux 
québécois.  

Les figures 1 et 2 témoignent de l’hétérogénéité des documents consultés au regard des 
mentions à propos de l’IA. Les établissements s’y retrouvent ici classés selon trois 
catégories : aucune mention de l’IA dans les documents consultés, faute académique en 
cas d’utilisation de l’IA sans citation, interdiction d’utiliser l’IA sans autorisation. Notons 
que dans deux des établissements collégiaux, les documents n’étaient pas accessibles 
sur les sites Web destinés au grand public. 

Bien que l’IA soit peu ou pas mentionnée dans les règlements des établissements 
universitaires, ces derniers rendent généralement accessibles, via un moteur de 
recherche, des pages Web, des rubriques, des documents, des guides ou de cadres de 
référence dédiés à l’utilisation de l’IA, tant pour les personnes étudiantes que pour le 
corps professoral. On observe une tendance inverse au collégial ; les établissements qui 
ne mentionnent pas l’IA dans leurs politiques n’offrent que rarement des ressources en 
ligne pour accompagner la population étudiante. Il semble néanmoins exister une pluralité 
de cours disponibles et accessibles pour la relève étudiante afin d’apprendre à utiliser les 
outils d’IA.   

Figure 1. Types de balises encadrant l’usage de l’IA dans 19 universités du 
Québec et d’Ottawa 

 

Les documents ont été consultés entre le 18 juillet et le 3 septembre 2025 
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Figure 2. Types de balises encadrant l’usage de l’IA dans un échantillonnage 
de 24 établissements collégiaux, publics ou privés subventionnés, du Québec 

 

Les documents ont été consultés entre le 18 août et le 23 septembre 2025. Deux des cégeps se 
retrouvaient dans deux catégories différentes, soit « Faute d’utiliser l’IA sans en citer la source » et 
« Interdiction d’utiliser l’IA sans autorisation ». 

 

Figure 3. Date de révision ou d’adoption des règlements académiques et 
politiques consultées 

 

Les documents ont été consultés entre le 18 juillet et le 23 septembre 2025. Pour les établissements 
collégiaux, deux d’entre eux n’avaient pas de documents disponibles et un n’avait pas de date de 
révision. 
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Il importe de souligner que plusieurs établissements collégiaux ou universitaires utilisent 
des politiques et règlements qui n’ont pas été révisés depuis la diffusion massive de l’IA 
générative, avec la sortie publique de ChatGPT en novembre 2022 (figure 3), ce qui 
explique l’absence de mentions au sujet de l’IA. 

À la lumière de la recension des balises encadrant l’utilisation de l’intelligence artificielle 
en milieu académique, le CIE a émis plusieurs constats, détaillés dans les prochains 
paragraphes mais aussi résumés dans le tableau II. 

Tout d’abord, comme illustré dans les figures 1 et 2, ces balises sont très hétérogènes 
d’un établissement à un autre. Cette différence relève certainement de l’autonomie 
institutionnelle dont les établissements bénéficient, mais peut également être due à 
l’absence de lignes directrices claires provenant d’instances supérieures. Cependant, la 
parution en août 2025 du guide pratique Intégration responsable de l’intelligence 
artificielle dans les établissements d’enseignement supérieur (ministère de 
l’Enseignement supérieur du Québec, 2025) est une première étape prometteuse vers 
l’harmonisation de ces lignes directrices. Au moment de la rédaction de ce rapport, la 
plupart des établissements universitaires, ainsi que quelques établissements collégiaux, 
proposaient diverses sources d’informations quant à l’utilisation de l’IA. Offrir une 
multitude de ressources différentes, aussi utiles soient-elles, peut générer une confusion 
chez les personnes étudiantes qui ne sauraient pas nécessairement quel document 
consulter, ou à quel document se fier en cas de contradiction. Puisque certains 
documents s’avèrent difficiles d’accès, il devient laborieux pour la personne étudiante 
d’aller consulter les différents sites, sections et documents pouvant communiquer de 
l’information sur l’utilisation de l’IA.  

Les règles existantes encadrant l’utilisation de l’IA mettent l’accent sur la rédaction de 
travaux pour le premier cycle universitaire et le cégep, laissant un flou pour la 
communauté étudiant aux cycles supérieurs. En effet, la relève en recherche doit produire 
une certaine quantité de travail qui sort du cadre d’évaluation classique, qu’il s’agisse 
d’articles, de présentations ou de résumés. Bien que les établissements concernés 
publient généralement des politiques de conduite responsable en recherche adressées 
tant à la relève qu’aux chercheuses et chercheurs, l’utilisation de l’IA n’y est généralement 
pas abordée. Récemment, certaines universités ont mis en ligne un guide d’utilisation 
responsable d’IA générative dans les mémoires et les thèses, ce qui est une pratique que 
le CIE encourage. Mentionnons tout de même que certains règlements existants 
indiquent qu’il peut y avoir fraude en dehors des évaluations :  

« Le concept de fraude s’applique également aux travaux de recherche et de 
développement qui ne font pas l’objet d’une activité d’évaluation académique, 
en faisant les adaptations nécessaires au contexte desdits travaux » 
(Polytechnique Montréal, 2025).  

Certains établissements mentionnent que l’utilisation d’IA pour des travaux constitue un 
acte de plagiat si cette utilisation n’est pas correctement référencée. Les établissements 
pourraient fournir des exemples et des ressources bibliographiques afin de permettre aux 
étudiants et étudiantes de citer correctement les outils utilisés, dans un format approprié 
et standardisé. Il devrait également être spécifié si l’utilisation d’IA pour la recherche 
bibliographique ou la recherche d’idée doit être indiquée dans la bibliographie. De plus, 
si l’outil utilisé est correctement référencé, la personne l’ayant utilisé ne devrait pas être 
sanctionnée. Lorsque l’IA n’est pas mentionnée explicitement dans les règlements, la 
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majorité des règlements de plagiat, de fraude et d’intégrité intellectuelle sont formulés de 
telle sorte qu’une sanction, ou du moins une convocation en comité de discipline ou en 
comité de fraude, pourrait avoir lieu. Cela dit, certains mots sont relativement ambigus 
comme « ressources technologiques », « personne », « autrui », ou encore 
« unauthorized assistance ».   

Dans certains cas, on retrouve une infraction relative aux études et sanctions dans le 
règlement disciplinaire destiné aux personnes étudiantes :  

« Emprunter, paraphraser, reformuler ou résumer dans un document 
universitaire officiel, un travail sujet à une évaluation sommative ou toute autre 
forme d’évaluation, en tout ou en partie, les idées, les propos ou l’œuvre 
d’autrui sans en indiquer la source ou sans identifier les passages comme 
citations, notamment à l’aide de guillemets. L’infraction s’étend à toute forme 
de plagiat, y compris l’autoplagiat » (Université Laval, 2025). 

Ailleurs, sur une page Web du Bureau du droit d’auteur de l’établissement, on peut 
apprendre comment les articles dudit règlement peuvent être appliqués pour l’utilisation 
de l’intelligence artificielle :  

« Dans ce contexte, la personne étudiante peut commettre du plagiat de deux 
manières différentes. En effet, dans sa réponse, une IA peut reprendre 
intégralement le texte d’un autre auteur, sans citer sa source, ce qui constitue 
du plagiat. En cas de reprise textuelle de la réponse de l’IA, sans les sources, 
la personne étudiante commet donc à son tour du plagiat. Celle-ci devra citer 
l’IA, sous peine de commettre du plagiat.    

De plus, copier-coller un chapitre de livre ou un article scientifique et de 
demander à ChatGPT de le résumer sans fournir la référence bibliographique 
exacte constitue du plagiat, en plus d’une possible violation du droit d’auteur » 
(Université Laval).    

Dans le même ordre d’idée, il s’avère difficile, dans un contexte précis d’intégrité 
académique, de donner du sens à certains des termes utilisés sans description explicite. 
C’est le cas notamment de mots comme « unethical » ou à l’inverse « éthiquement 
responsable » qui, sans définition, se retrouvent libres à interprétation. 

Comme il existe plus de 100 cégeps et établissements privés, subventionnés ou non 
(Gouvernement du Québec, 2025), le CIE est conscient que l’échantillon n’est pas 
nécessairement représentatif et qu’un important travail de recension à ce niveau serait 
nécessaire. Il demeure que plusieurs d’établissements ne mentionnent pas l’IA dans leur 
PIEA, certaines d’entre elles datant d’ailleurs d’avant 2022. Un guide sur l’intégrité 
intellectuelle et le plagiat issu d’une collaboration entre le Regroupement des 
bibliothèques collégiales du Québec (REBICQ) et le Réseau REPTIC référée par le site 
du cégep Garneau énonce que « l’utilisation de l’intelligence artificielle générative peut 
être balisée ou non dans votre PIEA ou autre politique institutionnelle sur l’intégrité 
intellectuelle » (Guilbault et Delhomme, 2024). Nous pensons que la présence des 
balises dans la PIEA permettrait d’uniformiser l’information, au bénéfice des personnes 
étudiantes. 

Finalement, l’intégrité académique dépasse le concept de fraude et de plagiat. Un 
meilleur accompagnement des personnes étudiantes devrait être proposé et disponible 
afin d’intégrer les outils d’IA dans la formation académique étant donné l’importance qu’ils 
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ont pris dans la société au cours des dernières années. Nous pensons d’ailleurs que la 
prévention quant à l’utilisation de l’IA serait plus utile que les mesures punitives, comme 
énoncé par le Partenariat universitaire sur la prévention du plagiat (PUPP), une équipe 
internationale de 62 chercheuses et chercheurs qui mise sur une intervention pour la 
prévention du plagiat dans les universités. Ces derniers proposent d’ailleurs un certain 
nombre de ressources pour outiller la communauté étudiante, ainsi que le corps 
professoral. 

Tableau II. Résumé des constats issus de la recension des balises encadrant l’IA 

1 Hétérogénéité des balises encadrant l’usage de l’IA entre les établissements 

2 Multiplicité des ressources institutionnelles sur l’IA entraînant une dilution de l’information 

3 
Encadrement limité des pratiques sur l’utilisation de l’IA en recherche comparativement 
aux évaluations écrites 

4 
Indication non systématique des normes pour citer l’IA, ce qui compromet la prévention 
du plagiat  

5 Utilisation de vocabulaire flou ou mal défini dans certains règlements 

Contextualisation de l’élaboration des pistes d’action  
L’élaboration des pistes d’action découle de la consultation aux J2R 2024, de la recension 
des balises institutionnelles et de la revue de la littérature. En particulier, l’article de Peters 
(2025) synthétise bon nombre des constats présentés dans ce rapport. L’article met 
notamment de l’avant un modèle d’ « écriture honnête à l’ère de l’IA », qui distingue les 
étapes du processus rédactionnel où l’IA peut être mobilisée avec intégrité (planification, 
recherche d’information, révision, référencement) et celles qui doivent impérativement 
rester sous la responsabilité des personnes étudiantes (rédaction originale, interprétation 
et intégration critique des idées). Ce cadre insiste sur la transparence comme principe 
directeur : 

• Déclarer systématiquement l’usage des outils d’IA, sans leur attribuer un rôle 
d’auteur, mais en intégrant par exemple une « IAgraphie » en complément de la 
bibliographie. 

• Fournir à la relève en recherche des gabarits ou des logos simples à apposer (ex. : 
travail réalisé sans IA, avec aide de l’IA, ou généré par IA), afin de normaliser les 
pratiques de divulgation. 

• Adapter les politiques institutionnelles existantes en matière de plagiat afin d’y 
inclure l’usage des outils d’IA générative, considérant que tout texte produit par IA 
et remis tel quel dans un contexte d’évaluation constitue du plagiat. 
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Ceci résonne avec les principales demandes de la relève issues des consultations, et 

résumées dans le tableau III.   

Tableau III. Principales demandes de la relève exprimées lors des consultations aux J2R 2024 

1 
Intégrer l’apprentissage pratique d’une gamme diversifiée d’outils d’IA dans le cursus 

scolaire au collégial et à l’université 

2 
Sensibiliser la population par rapport aux enjeux éthiques de l’IA et quant à leurs 

responsabilités lors de l’utilisation des outils d’IA 

3 Publier des balises claires d’utilisation de l’IA dans le contexte de la recherche scientifique 

4 
Financer les projets qui démontrent une compréhension des biais de l’IA et qui présentent 
des méthodes de mitigation appropriées afin de garantir des recherches éthiques et 
rigoureuses 

5 
Éviter la hausse des exigences qui pourrait découler du gain de productivité par 
l’utilisation d’outils d’IA, et qui favoriserait davantage la culture de performance 
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Pistes d’action 
À la lumière de la revue de littérature, de la consultation de la relève en recherche et de 
la recension des balises institutionnelles entourant l’IA, le CIE est d’avis que l’optimisme 
prudent est de mise en ce qui concerne l’utilisation des outils d’intelligence artificielle en 
recherche. En effet, considérant que les bénéfices potentiels découlant de leur utilisation 
sont significatifs, qu’il est irréaliste d’interdire leur utilisation et qu’il s’avère même de plus 
en plus difficile de la détecter, le CIE estime que l’on doit permettre et encadrer leur usage 
en contexte de recherche. Les bénéfices seraient ainsi maximisés tout en limitant les 
risques.  

Pour ce faire, le CIE propose les pistes d’action suivantes. Bien que le CIE ne conseille 
pas les établissements, certaines de ces pistes, qui ressortent de la revue de littérature, 
des consultations et de la recension des balises, leur sont adressées. En effet, le CIE 
reconnaît que les établissements ont un rôle majeur à jouer dans la règlementation de 
l’utilisation de l’IA. 

Tableau IV. Pistes d’action proposées par le CIE 

 Pistes d’action adressées au FRQ 

 
Pistes d’action adressées aux établissements d’enseignement supérieur 

1 Utilisation responsable 

a) Promouvoir une utilisation responsable de l’IA, en considérant toutes 
les externalités (positives et négatives) de l’utilisation des outils d’IA. 
Ces externalités incluent, par exemple, les impacts sur 
l’environnement, sur la science ouverte et sur la valorisation de la 
science en français 

b) Définir clairement ce que le FRQ considère comme une « utilisation 
responsable de l’IA » 

c) Proposer des formations sur l’éthique d’utilisation de l’IA générative 
en recherche accessibles, à tous et toutes via le site Web du FRQ et 
obligatoires pour les boursières et boursiers du FRQ 

d) Offrir des ressources complémentaires sur la gestion responsable 
des données en recherche, notamment en matière de protection et 
de confidentialité de l’information 

  

  

  

 

2 Instaurer un processus transparent de déclaration volontaire considérant 
l’utilisation des outils d’IA pour remplir une demande de bourse, notamment 
en spécifiant l’impact (ou l’absence d’impact) de cette déclaration sur 
l’évaluation de la candidature 
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3 
S'assurer que l'utilisation des métriques de performance soit faite de 
façon responsable, comme prôné dans la stratégie sur l'évolution de 
l'évaluation de l'excellence (E3R) du FRQ1. Ainsi, l'usage des outils d'IA par 
la relève en recherche devrait s'inscrire dans une visée de saine 
productivité et d'amélioration d'efficacité plutôt que de production 
scientifique de masse   

 

4 Intégrer des membres de la relève en recherche au sein des instances de 
gouvernance qui discutent, encadrent ou décident de l’utilisation des outils 
d’IA en recherche 

 

5 Donner des balises claires, facilement accessibles, uniformes à travers les 
différents documents et centralisées encadrant l’utilisation et les normes de 
citation des outils d’intelligence artificielle, où les termes sont précis et définis 
afin d’éviter toute confusion ou ambiguïté :  

a) Pour le FRQ, indiquer les balises dans les règles générales 
communes et sur les pages Web des programmes 

b) Pour les universités, intégrer aux règlements académiques des liens 
vers les documents concernant les balises  

c) Pour les établissements collégiaux, énoncer les balises dans la PIEA 

 

 

 

6 Suivre les développements des outils d’IA et mettre à jour les politiques et 
règlementations en conséquence, étant donné l’évolution rapide de la 
technologie 

 

7 Limiter autant que possible l’iniquité liée à l’utilisation des outils d’IA, 
notamment les inégalités d’accès à ces outils, de compétences, d’utilisabilité 
et celles qui limitent l’apprentissage  

a) Fournir des licences institutionnelles avec des formations pour les 
utiliser afin de limiter les inégalités d’accès aux outils et de 
compétences 

b) Simplifier le jargon très technique et choisir des outils avec des 
fonctionnalités intuitives dans les formations pour limiter les enjeux 
d’apprentissage et d’utilisabilité 

 

 
1 Évolution de l’évaluation de l’excellence E3R (Fonds de recherche du Québec - FRQ, 2025) 
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8 Promouvoir la formation des membres de la relève tout au long de leur 
parcours académique afin d’anticiper les impacts potentiels de l'intégration 
des outils d’IA dans leur travail : 

a) Mettre en place des ressources pour accompagner les membres de 
la relève dans leur utilisation des outils d’IA pour la recherche   

b) Élaborer des guides d’utilisation spécifiques aux cycles supérieurs et 
à la recherche en y intégrant les différents aspects éthiques et 
juridiques 
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Conclusions 

En somme, le regard que posent la relève en recherche et les établissements supérieurs 
sur l’évolution rapide de l’intelligence artificielle générative et l’impact de son arrivée 
soudaine dans le milieu académique s’avèrent d’une importance primordiale. Le présent 
rapport met de l’avant les expériences et les préoccupations de la relève en recherche 
avec les outils d’intelligence artificielle. Bien qu’une proportion de la relève utilise déjà les 
outils d’IA afin d’accomplir toutes sortes de tâches, elle mentionne également le besoin 
d’être mieux encadrée. Elle soulève les enjeux pouvant être rattachés à leur utilisation, 
tels que l’intégrité, le plagiat et la fiabilité de l’information provenant de l’IA.  

Afin d’approfondir ces réflexions, le CIE a effectué une recension des balises encadrant 
l’utilisation de l’IA par des établissements d’enseignement supérieur, tant au collégial qu’à 
l’université. Les balises varient beaucoup d’un établissement à un autre et plusieurs 
d’entre eux proposent un éventail de ressources concernant l’IA, ce qui dilue l’information 
et la rend plus difficilement accessible. De plus, les règlements existants se trouvent 
généralement axés sur les évaluations. Or, aux cycles supérieurs et plus spécifiquement 
pour la relève en recherche, les cours et les évaluations ne comptent que pour une petite 
partie des tâches à accomplir. Ce travail, qui pourrait ou non être réalisé avec l’aide 
d’outils d’intelligence artificielle, devrait être encadré au même titre que les évaluations.  

La littérature et les cadres institutionnels continuent d’évoluer ; le CIE réitère l’importance 
que soient mises en œuvre des pistes d’action concrètes pour encadrer l’utilisation des 
outils d’intelligence artificielle en recherche et en rédaction académique. Ces 
changements devront rejoindre les préoccupations exprimées par la relève consultée et 
aller de l’avant pour renforcer l’intégrité académique. Ils témoigneront du rôle assumé par 
les institutions dans la mise en place de politiques claires, explicites et adaptées aux 
différents contextes disciplinaires. 
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Annexes 
Annexe 1. Questions utilisées pour la consultation de la relève dans le cadre des J2R 

Bloc 1 : L’utilisation de l’IA par la relève 

• Avez-vous déjà utilisé l’intelligence artificielle dans vos travaux de 
recherche ?  

▪ Si oui, l’utilisez-vous pour :  

▫ Reformuler du texte/vous aider à rédiger ? (p. ex. ChatGPT) 

▫ Traduire du texte ? (p. ex. DeepL) 
▫ Trouver des sources ? (p. ex. Semantic Scholar, Research 

Rabbit)  
▫ Transcrire des verbatims ? (p. ex. Trint) 
▫ Analyser des données ? 
▫ Synthétiser des articles scientifiques ? (p. ex. ResearchAIde) 
▫ Autre ? 

▪ À quelle fréquence utilisez-vous l’intelligence artificielle pour 
ces fonctions ? 

▪ Qu’est-ce qui fait en sorte que vous choisissez d’utiliser l’IA 
pour ces fonctions ? 

▪ Qu’est-ce qui fait en sorte que vous n’utilisez pas l’IA pour ces 
fonctions (p. ex. manque de connaissances, craintes, 
indifférence) ?  

• Utilisez-vous l’IA pour rechercher un logement, naviguer dans le 
système scolaire québécois ou obtenir des informations sur votre 
ville en général ? 

Bloc 2 : Le potentiel de l’IA 

• Quels sont les impacts (positifs ou négatifs) de l’arrivée des outils 
d’intelligence artificielle sur votre cheminement académique ? 

• Selon vous, l’IA peut-elle être un outil d’apprentissage ? Si oui, 
comment ? Comment l’IA peut-elle contribuer à l’enseignement et à 
la recherche ? 

• Croyez-vous que l’IA puisse remplacer un comité d’évaluation ou de 
révision (révision par les pairs) ? 
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Bloc 3 : Les enjeux soulevés par l’utilisation de l’IA 

• Quels sont les freins éthiques à l’utilisation de l’IA ?  

▪ Comment vous assurez-vous de la validité des informations 
fournies par l’IA ?  

▪ Est-ce que l’enjeu de la confidentialité et de la sécurité des 
données influence votre utilisation de l’IA ?  

• Selon vous, l’utilisation de l’IA est-elle considérée comme de la fraude 
ou du plagiat ? Dans quel contexte est-ce que ça en est ? Dans quel 
contexte cela n’en est pas ? 

• S’il vous arrive d’utilise l’IA, est-ce que vous citez l’IA dans vos sources 
bibliographiques ? Pourquoi oui ou pourquoi non ? 

▪ Comment faut-il gérer la citation de cet outil ? 

• Quel impact l’utilisation de l’IA a-t-elle sur l’environnement, selon vous ? 

• Selon vous, comment l’utilisation de l’IA dans les demandes de bourse 
est-elle perçue par les comités d’évaluation ? 

Bloc 4 : Une utilisation encadrée 

• Y a-t-il des mesures déployées par votre unité/institution et/ou dont vous 
avez entendu parler ailleurs qui pourraient renseigner la relève sur l’IA ? 
 

• Y a-t-il des ressources / supports intéressants qui pourraient être offerts 
afin de mieux accompagner la relève en recherche ?  
 

• Quels sont les avantages à discuter de l’utilisation de l’IA avec vos 
professeurs/votre direction de recherche/les membres de votre 
laboratoire de recherche ? 
 

• Comment pouvez-vous aborder ce sujet de manière constructive ? 
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Annexe 2. Liste des établissements pour la recension des balises encadrant l’utilisation de l’IA 

Universités (19) Cégeps (18) 
Collèges privés 

subventionnés (6) 

École de technologie supérieure 

École nationale d’administration 
publique 

HEC Montréal 

Institut national de recherche 
scientifique 

Polytechnique Montréal 

Université Bishop’s 

Université Concordia 

Université d’Ottawa 

Université de Montréal 

Université de Sherbrooke 

Université du Québec à 
Chicoutimi  

Université du Québec à 
Montréal  

Université du Québec à 
Rimouski  

Université du Québec en Abitibi-
Témiscamingue  

Université du Québec en 
Outaouais  

Université du Québec à Trois-
Rivières 

Université Laval 

Université McGill 

Université TELUQ 

Cégep Champlain 

Cégep d’Ahuntsic 

Cégep de 
Drummondville 

Cégep de Jonquière 

Cégep de Lévis-
Lauzon 

Cégep de 
Maisonneuve 

Cégep de l’Outaouais 

Cégep de Rimouski 

Cégep de Rosemont 

Cégep de Sainte-Foy 

Cégep de Sherbrooke 

Cégep de Trois-
Rivières 

Cégep Édouard-
Montpetit 

Cégep Garneau 

Cégep Lionel-Groulx 

Cégep Montmorency 

Cégep Vanier 

Collège Dawson 

Collège André-Grasset 

Collège Ellis 

Collège Jean-de-
Brébeuf 

Collège LaSalle 

Collège Marianopolis 

Séminaire de 
Sherbrooke 
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